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Abstract
Cache behavior is one of the major factors that influence the
performance of applications. Most of the existing compiler
techniques that target cache memories focus exclusively on
reducing data reuse distances in time (DIT). However, current
manycore systems employ distributed on-chip caches that
are connected using an on-chip network. As a result, a reused
data element/block needs to travel over this on-chip network,
and the distance to be traveled – reuse distance in space (DIS)
– can be as influential in dictating application performance as
reuse DIT. This paper represents the first attempt at defining
a compiler framework that accommodates both DIT and DIS.
Specifically, it first classifies data reuses into four groups: G1:
(low DIT, low DIS), G2: (high DIT, low DIS), G3: (low DIT,
high DIS), and G4: (high DIT, high DIS). Then, observing that
reuses in G1 represent the ideal case and there is nothing
much to be done in computations in G4, it proposes a “reuse
transfer” strategy that transfers select reuses between G2
and G3, eventually, transforming each reuse to either G1 or
G4. Finally, it evaluates the proposed strategy using a set of
10 multithreaded applications. The collected results reveal
that the proposed strategy reduces parallel execution times
of the tested applications between 19.3% and 33.3%.

CCSConcepts: •Computer systems organization→Mul-
ticore architectures; • Software and its engineering→
Compilers.

Keywords: Data locality, Manycore architecture, Code trans-
formation
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1 Introduction
One of the main factors affecting application performance
in different single-core and multicore architectures is “data
locality”, which corresponds to the fraction of “data reuses”
that are caught in on-chip caches. Compiler, OS and hard-
ware literature is full of data locality enhancement proposals
and experimental evidence clearly demonstrates the suc-
cess of these proposals in both single-core [14, 35, 36] and
multi-core systems [4, 31, 44, 68, 69]. As a result, many of
the published locality enhancement techniques have found,
their ways into commercial hardware, compiler, and OS.
For a long time, data locality has been interpreted in a

very specific sense that has strong ties to cache hierarchies
[15, 16, 27, 51]. In this specific interpretation, a data access
is said to exhibit data locality if it hits in a cache memory. In
a similar vein, one can talk about a program exhibiting good
L1 (resp. L2) locality if a majority of the program’s data ac-
cesses are satisfied from L1 (resp. L2) cache. From a compiler
angle, to maximize the number of cache hits, one of the main
optimization targets has been reducing (ideally, minimizing)
“reuse distance” – the distance between two accesses to the
same data element (temporal reuse) or data block (spatial
reuse). Generally speaking, the smaller this reuse distance,
the higher the chances of converting that data reuse into
locality, i.e., catching the reused data element/block while
it is still in the cache. It is important to emphasize that, the
distance we are talking about is actually the distance-in-time
(DIT), irrespective of how we measure it – e.g., in terms of
intervening loop iterations, unique data accesses, program
instructions, or execution cycles.
While this specific “time centric” view of data reuse [70]

served very well in the past and has been the cornerstone of
numerous compiler and hardware based data locality opti-
mizations, it is being increasingly insufficient in capturing
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locality, especially with the emergence of large manycore
systems. This is primarily because such memory systems
typically employ multiple L2/L3 cache banks connected to
one another using an on-chip network, and consequently,
the ultimate latency experienced by a data access is not just
a function of whether it hits in the cache or not, but also
a function of the “physical distance” between the core that
makes the request and the cache/memory component that
has the requested data in it. Consider as an example two
different data accesses (issued by the same core) that hit
in the on-chip L2 cache, which is physically distributed (in
forms of “banks”) across the 2D space of a manycore chip. If
the L2 bank from which the first access is satisfied is much
closer to the issuing core than the L2 bank from which the
second access is satisfied, the latency observed with the first
access would normally be much lower than that observed
with the second access, though both the accesses are techni-
cally considered to be “L2 cache hits”. Similarly, two different
last-level cache (LLC) misses that go to different memory
banks can also experience significantly different latencies,
depending on the distance between the requesting core and
the memory bank that holds the requested data.
It is interesting to note that, while this “distance-from-

data” (or, simply “distance”) concept is crucial in shaping
the performance of applications running on emerging many-
cores, unfortunately, it has not been thoroughly investigated
so far in the literature. Further, this concept of distance-in-
space (DIS) is entirely different from DIT – while the latter
captures the intervening events in time (e.g., loop iterations,
unique data accesses, instructions, or execution cycles) be-
tween two reuses of a given data element/block, the former
captures the physical distance (e.g., the number of on-chip
network links in a modern manycore) between two reuses.

To better highlight the difference between DIS and DIT, let
us consider the simple code fragment shown in Figure 1(a).
In this example, there are two uses (i.e., a reuse) of, say,
𝑎[3], via reference 𝑎[𝑖] in iteration 𝑖 = 3 and via reference
𝑎[𝑖 − 2] in iteration 𝑖 = 5. In this case, DIT for this reuse is
2 (iterations), i.e., the next use of 𝑎[3] is 2 iterations later
from its current use, whereas, as depicted in Figure 1(b), DIS
for the same reuse is 6 links. We want to make it clear at
this point that, while DIT is architecture agnostic (however
whether it will lead to a cache hit is not), DIS depends on the
computation-to-core mapping, data-to-cache bank mapping,
as well as the underlying architectural topology and network
routing policies.While DIT has been investigated extensively
in literature, DIS has not. We believe that, in the absence of
such investigation, existing compiler and hardware based
approaches to data locality, motivated primarily with the
goal of reducing DIT, are being increasingly insufficient to
capture and optimize data access latencies, especially given
the fact that distances are increasing in each new generation
of (larger) architecture. The overreaching goal of this paper is
to fill this gap in research, by exploring the relationship and

for i = 3, N do

… = a[i] + a[i-2]

(a)

Executing i = 3

(b) Executing i = 5

a[3]

Figure 1. An example to highlight DIS and DIT.
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Figure 2. Knight’s Landing (KNL) block diagram.

interaction between DIT and DIS. More specifically, focusing
on affine programs with known loop bounds and scenarios
where parallelism decisions are made at compile time (static
parallelism), this paper makes the following contributions:
• It classifies a given set of data reuses (e.g., extracted from

a loop nest) into four groups: G1: (low DIT, low DIS), G2:
(high DIT, low DIS), G3: (low DIT, high DIS), and G4:
(high DIT, high DIS). This classification is guided by two
separate target thresholds, Δ𝑟 , specifying the high/low
boundary for DIT and Δ𝑠 specifying the high/low bound-
ary for DIS. The experimental data collected from 10 mul-
tithreaded application programs indicate that, in a 36 core
single-chip architecture, G1, G2, G3 and G4 contribute,
on average, to 38.0%, 13.5%, 12.8% and 35.6%, of all reuses
(averaged over all loop nests of all programs).
• Observing that reuses in G1 represent the ideal case (where

a data element is reused quickly – increasing chances that
it will be caught in one of the on-chip caches at the time
of reuse – and the distance between that cache and the
requesting core is short) and there is nothing much to be
done in computations in G4, it proposes a “reuse trans-
fer” strategy that transfers select reuses from G2 and G3,
eventually, transforming each reuse to either G1 or G4.
Applying this optimization strategy leads to performance
improvements (reduction in parallel execution times) rang-
ing between 19.3% and 33.3%, averaging on 26.2%.

2 Target Architecture
In this work, we use Intel (KNL) [60] – shown in Figure 2 –
as our target system, though our approach is applicable to
other manycore architectures as well. More specifically, it is
applicable to any multicore/manycore system (not just mesh-
based ones), as long as the underlying network topology is
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exposed to the compiler, as well as to multi-chip systems
(see Section 5.14). The KNL CPU accommodates 36 active
physical tiles (nodes), with each tile comprising two cores,
with two vector processing units (VPUs) per core. There is a
1-Mbyte level-2 (L2) cache (34 nsec access latency [55]) that
is shared between the two cores. Two types of memory are
supported in KNL – Multi-Channel DRAM (MCDRAM) and
Double Data Rate (DDR) memory. MCDRAM can be used in
3 modes: (1) cache mode, in which it is a cache for DDR; (2)
flat mode, in which it is treated like standard memory in the
same address space as DDR; and (3) hybrid mode, in which
a portion of it is cache and the remainder is flat.

KNL employs a 2D mesh interconnect to connect the tiles,
memory controllers, I/O controllers, and other components
on the chip. KNL leverages a distributed tag directory to
keep the coherency of its L2 caches. It supports three “cluster
modes” for address space allocation: (1) all-to-all, (2) quad-
rant, and (3) sub-NUMA. In all-to-all, addresses are uniformly
distributed. For the quadrant mode, the on-chip interconnect
is partitioned into four quadrants. In the sub-NUMA mode,
the mesh network is divided into four NUMA regions and
accesses from both L2 and memory are limited within a sub-
region. While most of our experiments are collected using
KNL, our approach can work with different cache manage-
ment strategies as well, as long as that strategy is exposed
to the compiler. That is, as long as we know how the last-
level cache is managed, we can modify our reuse transfer
formulation accordingly.

3 Proposed Compiler Support
3.1 Background on Affine Computations
In this paper, our focus is on affine programs, where each
loop index (iterator) has affine bounds, and array subscript
expressions are affine functions of enclosing loop index vari-
ables and loop-independent variables. Note however that, if
a loop nest contains both affine and non-affine references,
our approach still attempts to transform it considering only
the affine references for data reuse optimization while mak-
ing conservative dependency assumptions (regarding non-
affine references). Our approach handles all affine programs
that satisfy the SCoP-constraints [9], including imperfectly-
nested loops. Also, the transformation-matrices that our
approach explores are not restricted to unimodular trans-
formations (in fact, in our experiments, more than 40% of
the determined transformations were non-unimodular). Our
approach is, however, restricted to iteration re-ordering; cur-
rently, we do not handle statement re-ordering within an
iteration. Finally, our compiler also includes a limited sym-
bolic analysis to handle non-affine references – e.g., it can
determine, for a loop iterator 𝑖 , 𝑥 [𝑖2] and 𝑥 [𝑖2 + 1] refer to
different memory-locations.

Consider as an example the following loop nest:
for 𝑖1 = 1, 𝑁1 do

for 𝑖2 = 𝑖1, 𝑁2 do
... 𝐵 [𝑖1 + 2, 𝑖1 + 𝑖2 − 1]

Here, the loop bounds can be expressed as 1 ≤ 𝑖1 ≤ 𝑁1
and 𝑖1 ≤ 𝑖2 ≤ 𝑁2. On the other hand, the array access shown

can be expressed as 𝐿𝑡 + 𝑜 , where 𝐿 =

(
1 0
1 1

)
, 𝑡 =

(
𝑖1
𝑖2

)
,

and 𝑜 =

(
2
−1

)
. When there is no confusion, we will use

{𝐿, 𝑜} to denote this array access. When a given loop nest
contains a mix of affine and non-affine references (as most
loops in our tested programs), our approach focuses only on
the affine ones.
A linear loop transformation represented by matrix 𝑇

transforms results in a different scheduling of the iterations
of the loop it is applied to.1 For example, if, before the trans-

formation, we have 𝑡 =

(
𝑖1
𝑖2

)
, after the transformation

represented by 𝑇 =

(
0 1
1 0

)
, the new loop indices can be

expressed as 𝑡 ′ =
(
𝑖 ′1
𝑖 ′2

)
= 𝑇𝑡 =

(
𝑖2
𝑖1

)
, that is, 𝑖 ′1 and 𝑖

′
2 are

the new loop indices. After this transformation, both loop
bounds and array subscript expressions can be re-written as
follows by using Fourier-Motzkin Elimination (FME) [21]:

for 𝑖 ′1 = 1, 𝑁2 do
for 𝑖 ′2 = 1,𝑚𝑖𝑛(𝑖 ′1, 𝑁1) do

... 𝐵 [𝑖 ′2 + 2, 𝑖 ′2 + 𝑖 ′1 − 1]
For a given array 𝐴, Φ𝑎 is used the denote the set of refer-

ences to it – each member of Φ𝑎 can be represented {𝐿𝑞, 𝑜𝑞},
where 𝐿𝑞 and 𝑜𝑞 are as defined above.

For a given loop nest, we use matrix 𝑁 to denote the
iteration-to-core assignment. Specifically, for a given loop
iteration 𝑡 , 𝑁𝑡 gives the core it is mapped to. In other words,
𝑁𝑡 gives the ID of the node to which computation (loop
iteration) 𝑡 is assigned for execution. Since our target archi-
tecture is two-dimensional, 𝑁 is a matrix of 2×𝑛, where 𝑛 is
the number of loops in the loop nest being optimized. Note
that entries of 𝑁 include mod (core count) operations, to
map a large iteration space into a much smaller core space.
Further, our approach can work with any 𝑁 function that
maps iterations to cores (it is input to our approach and deter-
mining a good 𝑁 is not a goal of this paper). In fact, instead
of having an explicit 𝑁 , our approach can directly accept
iteration-to-core mapping constraints in our formulation.

3.2 DIT and DIS
Next, we formally define DIT and DIS. Let {𝐿1, 𝑜1} ∈ Φ𝑎 and
{𝐿2, 𝑜2} ∈ Φ𝑎 two references to array 𝐴2. Let us assume, for
two iterations 𝑡1 and 𝑡2 (𝑡1 < 𝑡2), we have 𝐿1𝑡1+𝑜1 = 𝐿2𝑡2+𝑜2,

1While in this work we mainly focus on loop transformations, data trans-
formations can also be potentially used for reuse-transfer, either standalone
or in conjunction with loop transformations.
2It is possible that 𝐿1 = 𝐿2.
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that is, the same data element is accessed by both {𝐿1, 𝑜1}
and {𝐿2, 𝑜2}, i.e., it is reused. In this case, 𝑡2 − 𝑡1 is referred to
as the reuse distance in time (DIT).3 Let 𝑁 denote a matrix
that maps a given loop iteration to a location in the 2D grid.
Assuming that 𝑙1 = 𝑁𝑡1 and 𝑙2 = 𝑁𝑡2 (𝑙1 and 𝑙2 are called
location vectors), in this work, 𝑙2 − 𝑙1 is termed as the reuse
distance in space (DIS). The operation “−” calculated the
Manhattan Distance between two location vectors.
Before proceeding any further, let us explain 𝑡2 − 𝑡1 and

𝑙2 − 𝑙1 in more detail. 𝑡2 − 𝑡1 represents the time difference
(measured in terms of loop iterations) between two succes-
sive accesses to the same data element. The higher this dis-
tance, the lower the chances that the data will be caught
while it is in one of the on-chip caches in the manycore sys-
tem. In comparison, 𝑙2 − 𝑙1 represents the physical distance
(measured in terms of the number of communication links –
hops – in the two-dimensional mesh) between two succes-
sive reuses of the same data element. Note that, the larger
this distance, the higher latency in the second access (one
occurring at iteration 𝑡2) would experience. This higher la-
tency is due to two main reasons: firstly, more links to travel
mean higher latency, and secondly, more links also mean
higher chances for contention on the on-chip network. As
an example, let us assume that, two iterations, (2 3)𝑇 and
(4 3)𝑇 , access the same data element and these iterations
are mapped to cores (1 1)𝑇 and (3 5)𝑇 , respectively. That
is, when executing iteration (2 3)𝑇 , core (1 1)𝑇 accesses
the data element, and then later, when executing iteration
(4 3)𝑇 , core (3 5)𝑇 accesses the same data element. In this
case, the time difference between the two reuses (DIT) is
(4 3)𝑇 − (2 3)𝑇 = (2 0)𝑇 ,4 whereas the spatial difference
(DIS) is (3 5)𝑇 − (1 1)𝑇 = (2 4)𝑇 .

3.3 Classification of Data Reuses
Based on these temporal and spatial distances of reuse,5 we
can classify reuses in a loop nest 6 into four disjoint groups:
• G1: ∀𝑡1, 𝑡2, 𝑙1, and 𝑙2 involved in a data-reuse : 𝑡2 − 𝑡1 ≤

Δ𝑟 and 𝑙2 − 𝑙1 ≤ Δ𝑠
• G2: ∀𝑡1, 𝑡2, 𝑙1, and 𝑙2 involved in a data-reuse : 𝑡2 − 𝑡1 ≤

Δ𝑟 and 𝑙2 − 𝑙1 > Δ𝑠
• G3: ∀𝑡1, 𝑡2, 𝑙1, and 𝑙2 involved in a data-reuse : 𝑡2 − 𝑡1 >

Δ𝑟 and 𝑙2 − 𝑙1 ≤ Δ𝑠
• G4: ∀𝑡1, 𝑡2, 𝑙1, and 𝑙2 involved in a data-reuse : 𝑡2 − 𝑡1 >

Δ𝑟 and 𝑙2 − 𝑙1 > Δ𝑠

3As mentioned earlier, this distance concept has taken a lot attention in the
past, and in most compiler-based works, it is customary to measure it in
terms of “loop iterations”.
4Assuming that the inner loop iterations 𝐾 times, this corresponds to 2𝐾
iterations.
5Our term “spatial distance of reuse” is not to be confused with the conven-
tional concept of “spatial reuse”, which is essentially a temporal reuse at a
cache block granularity.
6For now, we focus on one loop nest a time. Our proposed approach can
consider multiple loop nests at the same time.

Core

G1for i  I1..I2

for j  J1..J2

… = B[i]

G2

G3for i  I1..I2

for j  J1..J2

… = B[i]

for i  I1’..I2’
for j  J1’..J2’

… = B[i]

for i  I1..I2

for j  J1..J2

… = A[j]

G4

for i  I1..I2

for j  J1..J2

… = A[j]

for i  I1’..I2’
for j  J1’..J2’

… = A[j]

(a) (b) (c) (d)

Figure 3. An example illustrating the four groups of reuses.

Here, Δ𝑟 represents a “threshold” that draws the boundary
between short and long “temporal distance”, and Δ𝑠 repre-
sents a “threshold” that draws the boundary between short
and long “spatial/physical distance”. Later we discuss howwe
can select suitable values for Δ𝑟 and Δ𝑠 . These four groups
(types) of reuses are illustrated in Figure 3.

It is important to note that the reuses in the G1 category
represent the ideal case where both temporal distance (DIT)
and spatial distance (DIS) are short, and at the opposite end,
G4 represents the worst case where both temporal and spa-
tial distances are long. In comparison, the reuses in G2 and
G3 are good from one aspect (temporal or spatial distance)
and bad (not preferable) from the other. Based on this, our
optimization strategy presented and evaluated in the rest of
this paper, which targets reducing both temporal and spatial
reuse distances, is built upon the following philosophy:
We do not want to change the reuses in G1 as they are

already good, and changing the reuses in G4 is not going to
be trivial as it cannot be done without affecting (distorting)
reuses in other groups. Considering G2 and G3 however, wemay
want to transfer reuses (by transforming the loop iterations
as explained below) between them such that the reuses are
mapped (after the transformation) to either G1 or G4, so that
at least some of them (those that are mapped to G1) will benefit
the execution. Clearly, in the ideal case, we want to maximize
the number of reuses moved to G1.

This strategy is based on an observation that will be quan-
tified later (Figures 13 and 14): if the the compiler indiscrimi-
nately tries to move each and every data reuse to the G1 cat-
egory, it ends up having too many constraints to satisfy, and
as a result, many computations/iterations go untransformed
(unoptimized), as it cannot find a suitable transformation
matrix for them. Instead, our approach performs a tradeoff
by transferring some reuses to G1 and some others to G4.

3.4 Reuse Transfer
Figure 4 depicts the high level view of the concept of “reuse
transfer”, the strategy proposed in this work to improve
performance. Let us first explain why the reuses in categories
G2 and G3 may not be very beneficial as far as data locality
and application performance are concerned. In the case of

668



Distance-in-Time versus Distance-in-Space PLDI ’21, June 20–25, 2021, Virtual, Canada

G1

G2

G3

G4

G1

G2

G3

G4

(a)

G1

G2

G3

G4

G1

G2

G3

G4

(b)

Figure 4. Reuse transfer from G2/G3 to G1/G4.

G2 where DIT is short and DIS is long, the reused data is not
likely to arrive at the requested core at the time of reuse, as
illustrated Figure 3(b). That is, when the data access request
is issued by core, the data has still a long way to come. In
contrast, reuses in G3 exhibit a different type of problem.
Specifically, in this case, DIS is short (as shown in Figure 3(c)),
but this (nearby) data will not be needed for a long time (as
DIT is long). Note that this nearby location could instead be
used for some other data, one with a shorter reuse in time.
Now, considering these two types of reuses (one belonging to
G2 and the other one belonging to G3), we ask the question
of whether one can create two different reuses – one in G1
and one in G4. In this way, we can expect good performance
from the (newly created) reuse in G1.
It is important to emphasize that “reuse transfer” is im-

plemented in this work by using computation (loop) trans-
formations. While one can potentially use also data layout
transformations (i.e., changing the layout of data arrays in
memory) to create a similar impact of reuse transfer, since
layout transformation requires in general complex whole
program analysis, we postpone its investigation in the con-
text of DIT+DIS optimization to a future study.

3.5 Problem Formulation
Let us start by formulating the conditions that need to be sat-
isfied for a reuse to belong to groups G1-G4. In the following
formulation, we use 𝑡𝑖 to denote a loop iteration vector
and 𝑙 𝑗 to represent the location vectors in the 2D grid. We
assume that 𝑡𝑖 and 𝑙 𝑗 used below are within their respective
bounds; so, we do not list the boundary conditions explicitly.
Also, 𝐿𝑘 and 𝑜𝑘 correspond to an access matrix and offset
vector for a reference to the array whose elements are reused.
Finally, as before, 𝑁 is used to represent the mapping from
iteration space (vectors) to 2D grid.

In mathematical terms, for G1, we have:
𝐿1𝑡1 + 𝑜1 = 𝐿2𝑡2 + 𝑜2 (1)
𝑡2 − 𝑡1 ≤ Δ𝑟 (2)
𝑙2 − 𝑙1 ≤ Δ𝑠 (3)

𝑙1 = 𝑁𝑡1 (4)
𝑙2 = 𝑁𝑡2 (5)

It is important to note that, the first constraint here ensures
the “existence of data reuse” (that is, two references access
the samememory location), whereas the next two constraints
guarantee that the reuse belongs to G1. Finally, the last two
constraints establish the connection between iteration space

and core space (in two-dimensional manycore architecture).
Similarly, for G2, we have the following constraints:

𝐿1𝑡1 + 𝑜1 = 𝐿2𝑡2 + 𝑜2 (6)
𝑡2 − 𝑡1 ≤ Δ𝑟 (7)
𝑙2 − 𝑙1 > Δ𝑠 (8)

𝑙1 = 𝑁𝑡1 (9)
𝑙2 = 𝑁𝑡2 (10)

The corresponding constraints for G3 are:
𝐿1𝑡1 + 𝑜1 = 𝐿2𝑡2 + 𝑜2 (11)
𝑡2 − 𝑡1 > Δ𝑟 (12)
𝑙2 − 𝑙1 ≤ Δ𝑠 (13)

𝑙1 = 𝑁𝑡1 (14)
𝑙2 = 𝑁𝑡2 (15)

And finally, we have the following constraints for G4:
𝐿1𝑡1 + 𝑜1 = 𝐿2𝑡2 + 𝑜2 (16)
𝑡2 − 𝑡1 > Δ𝑟 (17)
𝑙2 − 𝑙1 > Δ𝑠 (18)

𝑙1 = 𝑁𝑡1 (19)
𝑙2 = 𝑁𝑡2 (20)

Clearly, the third constraints for G2 and G3 can be re-
written as

𝑁 (𝑡2 − 𝑡1) > Δ𝑠 and 𝑁 (𝑡2 − 𝑡1) ≤ Δ𝑠 ,
respectively. Let us assume now that the corresponding itera-
tion space is transformed using a loop transformation matrix
𝑇 . We focus on two different reuses – (𝑡1, 𝑡2) belonging to
G2 and (𝑡3, 𝑡4) belonging to G3. After the transformation, we
would want to see either (i) the reuse in G2 is transformed
to G1 and the reuse in G3 is transformed to G4 (as shown
in Figure 4(a)), or (ii) the reuse in G2 is transformed to G4
and the reuse in G3 is transformed to G1 (as shown in Fig-
ure 4(b)). The constraints that capture the first possibility
can be expressed as follows:7

𝐿1𝑇
−1𝑡1 + 𝑜1 = 𝐿2𝑇

−1𝑡2 + 𝑜2 (21)
𝑇 (𝑡2 − 𝑡1) ≤ Δ𝑟 (22)

𝑁𝑇 (𝑡2 − 𝑡1) ≤ Δ𝑠 (23)
𝐿3𝑇

−1𝑡3 + 𝑜3 = 𝐿4𝑇
−1𝑡4 + 𝑜4 (24)

𝑇 (𝑡4 − 𝑡3) > Δ𝑟 (25)
𝑁𝑇 (𝑡4 − 𝑡3) > Δ𝑠 (26)

And, similarly, for the second possibility, we have:
𝐿1𝑇

−1𝑡1 + 𝑜1 = 𝐿2𝑇
−1𝑡2 + 𝑜2 (27)

𝑇 (𝑡2 − 𝑡1) > Δ𝑟 (28)
𝑁𝑇 (𝑡2 − 𝑡1) > Δ𝑠 (29)
𝐿3𝑇

−1𝑡3 + 𝑜3 = 𝐿4𝑇
−1𝑡4 + 𝑜4 (30)

𝑇 (𝑡4 − 𝑡3) ≤ Δ𝑟 (31)
𝑁𝑇 (𝑡4 − 𝑡3) ≤ Δ𝑠 (32)

If we can find a 𝑇 that satisfies either the first group of
constraints above or the second group, this means that we

7Note that𝑇𝑡 𝑗 −𝑇𝑡𝑖 = 𝑇 (𝑡 𝑗 − 𝑡𝑖 ) , as𝑇 is non-singular.
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transfer either 1) one reuse from G2 to G1 and one reuse
from G3 to G4, or 2) one reuse from G3 to G1 and one reuse
from G2 to G4.
Of course, any such 𝑇 should also satisfy data dependen-

cies. More specifically, if there is a dependence from itera-
tion 𝑡1 to iteration 𝑡2, i.e., 𝑡1 −→ 𝑡2, after the transformation
𝑇𝑡1 −→ 𝑇𝑡2 should hold. In other words, if 𝑑 = 𝑡2 − 𝑡1 is the
dependence vector, after the transformation 𝑇 , 𝑇𝑑 should be
lexicographically positive. We refer to this as dependence
constraint. Since it needs to be satisfied in all loop trans-
formations considered in this work, we will not show it
explicitly in the remainder of the paper.

Let us now consider the {(𝐺2→ 𝐺1), (𝐺3→ 𝐺4)} reuse
transfer in more detail. First, from Expressions (8-10), we
have 𝑁 (𝑡2 − 𝑡1) > Δ𝑠 , which gives us (𝑡2 − 𝑡1) > 𝑁 −1Δ𝑠 .
Considering this along with Expression (7), we can obtain
𝑁 −1Δ𝑠 < (𝑡2 − 𝑡1) ≤ Δ𝑟 . Similarly, from Expressions (13-15),
we can derive (𝑡4 − 𝑡3) ≤ 𝑁 −1Δ𝑠 , and combining this with
Expression (12) gives us Δ𝑟 < (𝑡4 − 𝑡3) ≤ 𝑁 −1Δ𝑠 . Now, after
transformation 𝑇 , based on Expressions (22-23), we have
𝑇 (𝑡2 − 𝑡1) ≤ 𝑚𝑖𝑛{Δ𝑟 , 𝑁 −1Δ𝑠 } and, based on Expressions (25-
26), we have 𝑇 (𝑡4 − 𝑡3) > 𝑚𝑎𝑥{Δ𝑟 , 𝑁 −1Δ𝑠 }. Putting these
four newly derived constraints together,

𝑁 −1Δ𝑠 < (𝑡2 − 𝑡1) ≤ Δ𝑟 (33)
Δ𝑟 < (𝑡4 − 𝑡3) ≤ 𝑁 −1Δ𝑠 (34)

𝑇 (𝑡2 − 𝑡1) ≤ 𝑚𝑖𝑛{Δ𝑟 , 𝑁 −1Δ𝑠 } (35)
𝑇 (4−𝑡3) > 𝑚𝑎𝑥{Δ𝑟 , 𝑁 −1Δ𝑠 } (36)

gives us the conditions that need to be satisfied to have
the {(𝐺2 → 𝐺1), (𝐺3 → 𝐺4)} reuse transfer. The next
subsection discusses our solution strategy for this system of
constraints, and gives our formal compiler algorithm that
implements that strategy. Note that expressions similar to
Expressions (33-36) can be dereived for the reuse transfer
{(𝐺2→ 𝐺4), (𝐺3→ 𝐺1)} as well.
Discussion: At this point, one may ask why we only focus
on reuse transfers {(𝐺2 → 𝐺1), (𝐺3 → 𝐺4)} and {(𝐺2 →
𝐺4), (𝐺3 → 𝐺1)}, and do not consider other possibilities,
such as {(𝐺2 → 𝐺1), (𝐺3 → 𝐺1), (𝐺4 → 𝐺1)}. There are
two main reasons for this. First, there is a limit on how much
reuse distance in space and reuse distance in time can be
exploited. For example, as we demonstrate later in our ex-
perimental evaluations, trying to move all data reuses to
the G1 category creates too many “conflicts” in finding loop
transformation (𝑇 ) matrices, and as a result, a large fraction
of the original loop iterations remain untransformed (unopti-
mized). Second, from an optimization viewpoint, G2 and G3
are the best categories to target, as they can be transitioned
to G1 by improving only one of the metrics (either DIT or
DIS). In comparison, there is no point in trying to transfer
the reuses in the G1 category to other categories, and reuses
in G4 are hard to transfer in general, as in order to do so, one
needs to improve both DIT and DIS (i.e., it is very difficult

to find loop transformations to improve DIT and DIS as the
same time, if both are not good to begin with).

3.6 Solution Strategy and Compiler Algorithm
Based on the formulation above, the goal is to find a𝑇 , a loop
transformation matrix, such that one of the two scenarios
identified in the previous subsection is satisfied, for 𝑡1, 𝑡2, 𝑡3
and 𝑡4. It is to be noted however that, in a given loop nest,
there are typically lots of iterations (and consequently lots of
data reuses) and, if we write inequalities for all iterations, the
resulting system can be overly constrained. Further, there is
the question of how to determine suitable Δ𝑟 and Δ𝑠 values
to target. Clearly, depending on the values of Δ𝑟 and Δ𝑠 , the
membership of reuses to groups (G1-G4) can change.
Below, we first discuss our proposed approach at a high

level, and then give a detailed compiler algorithm that im-
plements it. As discussed earlier in Section 3.4, our approach
is based on the concept of “reuse transfer”, which transfers
reuses from G2 and G3 to G1 and G4. Let us assume, for now,
that both Δ𝑟 and Δ𝑠 are given a priori. Later in experimental
evaluation we study the impact of different Δ𝑟/Δ𝑟 values.
Our approach starts by identifying all data reuses in the

target loop nest and assigning them to four groups described
above (G1, G2, G3 and G4). After this partitioning, the rest of
our approach focuses only on the iterations that are involved
in the reuses mapped to G2 and G3 but not mapped to G1
and G4. The reason behind this is to ensure that we do not
disturb the reuses that are originally mapped to G1 and G4.
Now, let 𝑄 denote the set of iterations that are involved in
the reuses mapped to G2 and G3, but not mapped to G1 and
G4. Further, we use symbol 𝑅𝑘 to denote that set of reuses
that are originally in group 𝐺𝑘 .
Next, we select a reuse < 𝑡1, 𝑡2 > from G2 and a reuse

< 𝑡3, 𝑡4 > from G3, and determine a loop transformation
matrix (using Fourier-Motzkin Elimination (FME)). FME [21]
is a technique that is used to solve a system of inequalities
(note that a given equality can always be converted to two
inequalities, i.e., 𝑎 = 𝑏 means 𝑎 ≤ 𝑏 and 𝑏 ≤ 𝑎). FME employs
a method to reduce the dimension of a linear system of
inequalities by one without changing feasibility. By keeping
reducing the dimension one by one, we eventually reach the
one-dimensional case, for which we can easily test feasibility.
Note that 𝑇 maps either 1) < 𝑡1, 𝑡2 > to G1 and < 𝑡3, 𝑡4 >

to G4, or 2) < 𝑡1, 𝑡2 > to G4 and < 𝑡3, 𝑡4 > to G1. Since this
system is not overly constrained, it is very likely to find a
𝑇 . Then, we use this 𝑇 to transfer “as many data reuses as
possible” from G2 and G3 to G1 and G4 (more specifically, at
each step, we either move one reuse from G2 to G1 and one
reuse from G3 to G4, or, one reuse from G3 to G1 and one
reuse from G2 to G4). In mathematical terms, as we transfer
reuses, we also drop the corresponding loop iterations from
𝑄 ; that is, at any given point, 𝑄 contains the loop iterations
“yet to be transformed”. When none of the remaining reuses
in G2 and G3 can be transferred using this 𝑇 anymore, we

670



Distance-in-Time versus Distance-in-Space PLDI ’21, June 20–25, 2021, Virtual, Canada

Algorithm 1 Algorithm of Reuse Transfer.
INPUT: Nested Loop (D); Temporal Threshold Δ𝑟 ; Spatial Threshold Δ𝑠 ; Iteration-

to-core Assignment (N);
OUTPUT: 𝐺1,𝐺2,𝐺3, and𝐺4
1: 𝐺1,𝐺2,𝐺3,𝐺4,𝐺𝑡𝑒𝑚𝑝2, 𝑎𝑛𝑑 𝐺𝑡𝑒𝑚𝑝3 ← ∅
2: // Initial partition of loop nest D
3: <𝐺1,𝐺2,𝐺3,𝐺4>← 𝑅𝑒𝑢𝑠𝑒_𝐼𝑑𝑒𝑛𝑡𝑖 𝑓 𝑦𝑖𝑛𝑔 (𝐷)
4: while𝐺2 ≠ ∅ and𝐺3 ≠ ∅ do
5: < 𝑡𝑖 , 𝑡 𝑗 > 𝑓 𝑟𝑜𝑚 𝐺2, < 𝑡𝑚, 𝑡𝑛 > 𝑓 𝑟𝑜𝑚 𝐺3
6: // Find the transformation matrix
7: 𝑇 ← 𝐹𝑜𝑢𝑟𝑖𝑒𝑟_𝑀𝑜𝑡𝑧𝑘𝑖𝑛_𝐸𝑙𝑖𝑚𝑖𝑛𝑎𝑡𝑖𝑜𝑛 (𝑁,< 𝑡𝑖 , 𝑡 𝑗 >,< 𝑡𝑚, 𝑡𝑛 >,Δ𝑟 ,Δ𝑠 )
8: for < 𝑡𝑙 , 𝑡𝑘 > 𝑖𝑛 𝐺1 do
9: if 𝑇 transfers < 𝑡𝑙 , 𝑡𝑘 > to𝐺2,𝐺3, or𝐺4 then
10: // Drop𝑇 and continue to find another𝑇
11: 𝑇 ← 𝑁𝑈𝐿𝐿

12: for 𝑡𝑝 , 𝑡𝑞 , 𝑡𝑟 , 𝑡𝑠 that have been transferred by any𝑇 do
13: if There exist dependency between 𝑡𝑝 , 𝑡𝑞 , 𝑡𝑟 , 𝑡𝑠 and 𝑡𝑖 , 𝑡 𝑗 then
14: 𝑑𝑎 = 𝑡𝑖 − 𝑡𝑝 , 𝑑𝑏 = 𝑡𝑞 − 𝑡𝑖 , 𝑑𝑐 = 𝑡 𝑗 − 𝑡𝑟 , and 𝑑𝑑 = 𝑡𝑠 − 𝑡 𝑗
15: if Any of 𝑇𝑑𝑎 , 𝑇𝑑𝑏 , 𝑇𝑑𝑐 , and 𝑇𝑑𝑑 is not lexicographically positive

then
16: 𝑇 ← 𝑁𝑈𝐿𝐿

17: Conduct the same dependence check for 𝑡𝑚, 𝑡𝑛
18: if 𝑇 ≠ 𝑁𝑈𝐿𝐿 then
19: Select and remove < 𝑡𝑖 , 𝑡 𝑗 > from𝐺2 and < 𝑡𝑚, 𝑡𝑛 > from𝐺3
20: Add𝑇 < 𝑡𝑖 , 𝑡 𝑗 > to𝐺1 (𝑜𝑟 𝐺4) and Add𝑇 < 𝑡𝑚, 𝑡𝑛 > to𝐺4 (𝑜𝑟 𝐺1)
21: while𝐺2 ≠ ∅ and𝐺3 ≠ ∅ do
22: Select and remove < 𝑡𝑖 , 𝑡 𝑗 > 𝑓 𝑟𝑜𝑚 𝐺2, < 𝑡𝑚, 𝑡𝑛 > 𝑓 𝑟𝑜𝑚 𝐺3
23: if 𝑇 < 𝑡𝑖 , 𝑡 𝑗 > 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝐺1 (𝑜𝑟 𝐺4) 𝑎𝑛𝑑 𝑇 < 𝑡𝑚, 𝑡𝑛 >

𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝐺4 (𝑜𝑟 𝐺1) then
24: Add 𝑇 < 𝑡𝑖 , 𝑡 𝑗 > to 𝐺1 (𝑜𝑟 𝐺4) and Add 𝑇 < 𝑡𝑚, 𝑡𝑛 > to

𝐺4 (𝑜𝑟 𝐺1)
25: Continue
26: 𝐺𝑡𝑒𝑚𝑝2 ← 𝐺𝑡𝑒𝑚𝑝2∪ < 𝑡𝑖 , 𝑡 𝑗 >,𝐺𝑡𝑒𝑚𝑝3 ← 𝐺𝑡𝑒𝑚𝑝3∪ < 𝑡𝑚, 𝑡𝑛 >,
27: 𝐺2← 𝐺2 ∪𝐺𝑡𝑒𝑚𝑝2 and𝐺3← 𝐺3 ∪𝐺𝑡𝑒𝑚𝑝3

28: Output𝐺1,𝐺2,𝐺3, and𝐺4

select another loop transformation matrix and repeat the
steps above (i.e., transferring as many reuses as possible from
G2 and G3 to G1 and G4 and dropping the corresponding
iterations from 𝑄). This process is repeated until either G2
or G3 becomes empty, or we cannot find any transformation
that can transfer the remaining reuses from G2/G3 to G1/G4.

We want to emphasize that, this approach is distinguished
from the previous approaches in at least two important ways.
First, unlike the previous approaches, our strategy considers
both reuse in time and reuse in space. Second, as opposed
to the existing approaches, ours can transform the different
iterations of a given loop nest using different transformation
matrices (whereas in existing approaches a single transfor-
mation matrix is used for the entire loop nest).
The pseudo-code for our compiler algorithm is given in

Algorithm 1. It takes four input parameters including a loop
nest (D), the temporal distance threshold (Δ𝑟 ), the spatial
distance threshold (Δ𝑠 ), and the iteration to core mapping
(N). The output of our algorithm is the four groups of loop
iterations after applying our reuse transfer optimization. At
the beginning, we identify all the reuse opportunities inside
a loop nest, to form the initial four sets 𝐺1, 𝐺2, 𝐺3, and
𝐺4 (line 2). Then, we pick up reuses from 𝐺2 and 𝐺3 and
use FME to find a transformation matrix 𝑇 (line 7). Note
that, we only choose a legal transformation matrix 𝑇 that
does not violate any dependencies in the loop body. More
specifically, if there is a data reuse 𝑟 (between iterations 𝑡1
and 𝑡2) which belongs to category 𝐺𝑘 where 𝑘 ∈ {2, 3}, we

transfer it, using 𝑇 , to a category 𝐺𝑙 where 𝑙 ∈ {1, 4} only
if, for all dependences 𝑑𝑎 = 𝑡1 − 𝑡𝑝 , 𝑑𝑏 = 𝑡𝑞 − 𝑡1, 𝑑𝑐 = 𝑡2 − 𝑡𝑟 ,
and 𝑑𝑑 = 𝑡𝑠 − 𝑡2, where 𝑡𝑝 , 𝑡𝑞 , 𝑡𝑟 , and 𝑡𝑠 have already been
transformed (via, potentially, other transformation matrices),
𝑇𝑑𝑎 , 𝑇𝑑𝑏 , 𝑇𝑑𝑐 , and 𝑇𝑑𝑑 are lexicographically positive. This
means that, when we are transforming 𝑡1 and 𝑡2 using a
transformation matrix, we ensure that all dependences that
involve 𝑡1 or 𝑡2 (𝑑𝑎 , 𝑑𝑏 , 𝑑𝑐 , and 𝑑𝑑 ) are preserved. Note also
that, we choose/use the calculated 𝑇 only if it does not hurt
the reuses which have been already captured in 𝐺1 (lines 8 to
11). Otherwise (i.e., if this 𝑇 cannot transfer any remaining
reuses from 𝐺2 or𝐺3 to other groups without affecting any
reuse in𝐺1), it means we are done with this𝑇 , and use other
reuses from𝐺2 and𝐺3 to find other transformation matrices.
This step guarantees that the sizes of 𝐺2 and 𝐺3 (i.e., 𝑞) are
decreasing monotonically. Then, we use 𝑇 to eliminate as
many reuses as possible from𝐺2 and𝐺3 (lines 21 to 26). The
asymptotic complexity of this algorithm is𝑂 (𝑃𝑄2), where 𝑃
is the total number of reuses in𝐺1, and𝑄 is the total number
of reuses in𝐺2 and𝐺3 combined. Since we calculate/evaluate
transformation matrix for each reuse pair from𝐺2 and 𝐺3,
and each transformation matrix 𝑇 is checked against the
reuses in 𝐺1 in case it affects the reuses in 𝐺1.

3.7 Implementation
We wrote a new compiler pass for manipulating integer tu-
ple relations and sets (represented by Presburger Formulas
[29]), and added it to LLVM [43]. This pass analyzes a given
loop nest, identifies all temporal and spatial data reuses, and
determines the loop transformations (𝑇 matrices) needed to
transfer data reuses from groups G2 and G3 to groups G1 and
G4. As output, our pass produces sub-loop nests, each with
its own sub-iteration space. This code generation is possible
as, using Presburger Formulas, we are able to represent a
given non-convex set (iteration space) as a union of two or
more convex sets. Clearly, using multiple transformations
for a given loop nest makes rewriting the transformed code
quite challenging. Our code rewriting phase generates code
to scan the points in the union of a number of convex sets
(each corresponding to one of the loop transformation matri-
ces found). The result for a given input nest is, in most cases,
a large, imperfectly-nested output loop nest. Also, while we
performed experiments targeting an Intel KNL type of sys-
tem, our approach is applicable to any manycore architecture
whose data access protocol (e.g., SNUCA vs DNUCA) and
underlying topology are exposed to the compiler.

4 Experimental Setup
Platforms: Our experiments are carried out using both a
detailed multicore/manycore simulator [11] and a 2D mesh-
based manycore system [60]. The simulation-based experi-
ments are mainly performed to collect fine-grain execution
statistics (that could not be collected from the execution on
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Table 1. System setup.

Manycore Size, Frequency 36 cores (6 × 6), 1 GHz, 2-issue
L1 Cache 16 KB; 8-way; 32 bytes/line
L2 Cache 512 KB/core; 16-way; 128 bytes/line
Hardware Prefetcher Stream prefetcher with 32 streams, prefetch

degree of 4, prefetch distance of 64 cache
lines

Coherence Protocol MOESI
Router Overhead 3 cycles
Memory Row Size 2 KB
On-Chip Network Frequency 1 GHz
Routing Policy X-Y routing
DRAM Controller Open-row policy using FR-FCFS scheduling

policy; 128-entry MSHR and memory
request queue

DRAM DDR4-2400; 250 request buffer entries
4 MCs; 1 rank/channel; 8 banks/rank

Row Buffer Size 2 KB
Operating System Linux 4.7
Data Distribution 2KB granularity, round-robin
across memory banks
Data Distribution 128 bytes granularity, round-robin
across LLC banks

an actual manycore system) to show the effectiveness of our
approach, as well as to conduct sensitivity experiments with
respect to various architectural parameters. Table 1 gives the
simulation parameters as well as the default values.

The proposed compiler support is implemented in LLVM
version 9.0.0 [43], using it as a source-to-source translator.
LLVM is a collection of modular and reusable compiler and
tool-chain technologies. It provides compiler designers with
a state-of-the-art SSA (static single assignment) based compi-
lation strategy capable of supporting both static and dynamic
compilation of various programming languages. The result-
ing optimized source codes are compiled using the node
compilers (gcc in the simulator and icc in the commercial
system), to generate the executable code. Most of the results
presented below are simulation results; the results collected
from Intel manycore machine are explicitly indicated.

BenchmarkPrograms: Inmost of our experimental eval-
uation, we use a set of ten multithreaded benchmark pro-
grams from PARSEC [10] to test our proposed compiler
scheme. We could not execute the original versions of three
PARSEC benchmarks – bodytrack, freqmine, and swaptions –
in our simulator, so we do not consider them in our evalua-
tions. Note that, the input dataset sizes of these applications
are increased from their original values to put pressure on the
cache and memory systems. More specifically, in blocksholes,
we tripled the number of options; in canneal, the number
of elements is increased to 1,600,000; in dedup, the input
dataset size is increased to 1.2 GB; in facesim, the number of
triangular pyramids is increased to 1,244,826 and the number
of frames is increased to 32; in ferret the number of queries
and number of images are increased to 4,096 and 164,088,
respectively; in fluidanimate, the number of frames and num-
ber of particles are increased to 20 and 18M, respectively; in
raytrace, we used 1,920 × 1,080 pixels (HDTV resolution), 10

million polygons, and 200 frames; in streamcluster, the num-
ber of points per block is set to 524,288; and finally, in vips
and x264, the number of images and number of frames are in-
creased, respectively (to 128 and 8K). The resulting datasets
vary between 33.1 MB and 1.8 GB, and LLC (L2) cache miss
rates range between 18.1% and 39.3% (in the simulator).
The detailed information on these benchmark programs

can be found in [10].
Different Versions Tested: For each of the ten benchmark
programs we have, we performed experiments with six dif-
ferent versions:
• Baseline: This is the default version. In this version, the

iteration space of a loop nest is divided into 𝑝 chunks, each
containing a set of 𝑁 /𝑝 consecutive iterations (𝑝 is the
total core count and 𝑁 is the total number of iterations),
and each chunk is scheduled on a separate core. This base-
line version already has slightly better performance than
the output codes generated by two compilers – Polly [30]
and Pluto [13] – as it includes a larger suite of conven-
tional data locality optimizations. Unless otherwise stated,
the results with the remaining versions are normalized
with respect to this version. Later in our evaluation, we
also perform experiments with several variations of this
baseline scheduling.
• Reuse Transfer: This represents the optimization strat-
egy presented and defended in this paper. As discussed
in detail, it is based on “transferring” data reuses across
different groups.
• DIT Only: This is a representative of traditional compiler

approaches that focus on minimizing only reuse distance
in time. Many previously published compiler works fall
into this category, and the specific approach that we used
is based on [33].
• DISOnly: This approach optimizes DIS aggressively, even
if doing so sacrifices some DIT optimizations opportuni-
ties. Essentially, this version mimics the approach pro-
posed in [67].
• DIS+DIT: In this version, we first apply DIT Only and

then DIS Only. The reason why we perform experiments
with this version is to demonstrate that, our proposed
approach, which is based on reuse transfer, is more than
just a combination of DIT and DIS.
• Limit: This version is designed to measure the limits of

distance in time and distance in space optimization. specif-
ically, it makes 100 experiments with DIS+DIT, each time
starting with different iterations to transform, and selects
the one that generates the best result. Although this does
not guarantee optimality, we have not observed any case
where more than 100 experiments generated a better re-
sult. A comparison of its performance against that of our
proposed reuse transfer based strategy is given later.
Note that, while our simulation experiments used all six

versions of each benchmark program, the experiments on
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Figure 5. Distribution of data reuses across four categories
(G1-G4) in the baseline. (a) temporal reuses and (b) spatial
reuses.
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Figure 6. Distribution of reuses across four categories in
15 consecutive execution phases for two of our benchmark
programs. (a) blacksholes and (b) x264.

Intel manycore system used only the first five, as the last
version (Limit) can be implemented only in the simulator.
We also want to emphasize that, all the versions (including
the baseline) are compiled using the highest level of opti-
mizations and have the same degree of parallelism, i.e., in
all versions, the same set of computations are executed in
parallel. As a result, these versions differ only in how com-
putations are mapped to cores.
Also, unless otherwise stated, all experiments are con-

ducted assuming the target DIT and DIS values of Δ𝑟 =
(0 0 0 . . . 0 1)𝑇 and Δ𝑠 ∈ {(0 1)𝑇 , (0 − 1)𝑇 , (1 0)𝑇 , (−1 0)𝑇 },
respectively. Note that, this default Δ𝑟 target indicates the
best possible reuse in time (i.e., the shortest reuse distance,
which means that the reused data element/block is accessed
in two successive loop iterations 8), and that Δ𝑠 represents 1
link (hop) distance (in any of the four possible directions in
the two-dimensional mesh network). Later in our evaluations
we also report results with different Δ𝑟 and Δ𝑠 targets.

Finally, in our experiments, we used the quadrant cluster
mode (we observed that the difference of original executions
between the quadrant and sub-NUMAmode was quite small).

5 Experimental Results
5.1 Reuse Classification Results for Baseline
We start by presenting the distribution of data reuses in the
original versions of our benchmark programs (baseline). The
plots in Figure 5(a) and (b) give the distribution of tempo-
ral and spatial data reuses, respectively, into four categories
(G1 through G4) when considering the entire execution, and
Figures 6(a) and (b) show the variations of the reuses across
time for two of our application programs – blacksholes and
8This is what many traditional data locality optimizers target to achieve.
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Figure 7. Distribution of data reuses across four categories
(G1-G4) after reuse transfers. (a) temporal reuses and (b)
spatial reuses.

Table 2. Compile-time statistics.

Benchmark Number Transformed Increase in Increase in
of𝑇 s Data Accesses Code Size Compilation Time

blacksholes {2,6,14} 88.2% 1.4x 28%
canneal {4,9,12} 93.2% 1.2x 16%
dedup {5,10,18} 90.7% 1.7x 21%
facesim {5,8,12} 84.4% 2.2x 31%
ferret {6,9,21} 86.1% 1.9x 19%
fluidanimate {2,2,2} 94.3% 2.4x 15%
raytrace {2,6,14} 81.8% 1.5x 27%
streamcluster {1,2,4} 86.7% 2.4x 29%
vips {2,3,4} 95.1% 1.8x 26%
x264 {2,5,8} 93.4% 2.1x 27%

x264. Note that each of the plots in Figures 6(a) and (b) shows
a representative execution segment that includes 15 consecu-
tive phases. One can make two main observations from these
plots in Figure 5 and Figure 6. First, all benchmark programs
exhibit a variety of (somewhat balanced) reuses. The distri-
butions of temporal and spatial data reuses across four reuse
categories (G1-G4) are similar. And secondly, the reuse type
exhibits a somewhat consistent behavior: neighboring execu-
tion phases have similar distributions, with variations among
distributions corresponding mostly to loop nest boundaries.

5.2 Reuse Classification Results
Figures 7(a) and (b) plot the same reuse distribution results,
but this time with the compiler-optimized version (the reuse
transfer based version). Comparing these plots with the cor-
responding plots in Figure 5 clearly reveals that the proposed
compiler-based optimization transfers a lot of reuses from
groups G2 and G3 to groups G1 and G4, for both the tempo-
ral and spatial data reuses. More specifically, in the case of
temporal data reuses, the total contribution of G2+G3 in the
baseline case was 50.9% on average. After our optimization,
on the other hand, the total contribution of G2+G3 aver-
ages 27.5%, showing clearly that our approach does what it
is designed to do. The corresponding numbers in the case
of spatial data reuses are 49.8% (before optimization) and
30.6% (after optimization). In both cases, there is a corre-
sponding increase – as a result of our optimization – in the
contribution of the reuses in the G1 and G4 categories.

5.3 Compile-Time Statistics
Before presenting detailed runtime statistics, we first give
data showing the behavior of our compiler-based approach.
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Figure 8. Normalized execution times (with respect to Baseline). (a) Simula-
tion results, and (b) Intel KNL results.
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Figure 9. Normalized network latency values
with different strategies.

The second column for each benchmark program in Table 2
gives the {minimum, average, maximum} number of loop
transformation matrices (i.e., number of 𝑇 s) used for the
loop nests in the benchmark programs (across all loop nests).
It can be observed from this column that, some (original) it-
eration spaces (loop nest) are divided into as many as 21
sub-iteration spaces (each transformed using its own 𝑇 ),
indicating that our approach successfully customizes loop
transformation matrices (𝑇 s) based on the loop nest being
optimized. The third column of the table gives the percent-
age of data accesses that got optimized by our approach,
averaged over all loop nests in the program. It can be ob-
served from these results that, on average, more than 80%
of data accesses of a loop nest got transformed by our ap-
proach using a transformation matrix, indicating that our
approach is able to optimize most of the data accesses in
these benchmarks. Note that, the main reason for our ap-
proach not being able to optimize a data access is because it
is not affine. The fourth column on the other hand gives the
increase in executable code size (over Baseline) when our
reuse transfer based approach is employed. Finally, the last
column shows the increase in compilation time, again over
the baseline versions. We see from these last two columns
that, as expected, our approach increases both the executable
size and compilation time. We want to mention however that,
when our approach is used, the largest compilation time we
observed during the experiments was still less than 1 minute.

5.4 Execution Time Results
Figure 8a plots the normalized execution times (with respect
to Baseline; lower, better), collected from our simulator, with
different versions. One canmake several critical observations
from this plot. First, for all ten benchmark programs, our pro-
posed optimization approach, which is based on reuse trans-
fer, outperforms the remaining versions, except of course
Limit. In fact, the average performance improvements (re-
duction in parallel execution time) brought by our approach,
DIT Only, DIS Only, DIS+DIT and Limit are, respectively,
26.2%, 11.4%, 7.5%, 15.9%, and 33.9%. The reason why our
approach performs better than DIT Only is that the latter
does not do anything specific to reduce the distance (in terms

of the number of communication links) between two succes-
sive reuses of the data. To illustrate this point, we present in
Figure 9 the average (on-chip) network latency values of dif-
ferent versions, collected from the simulator and normalized
to Baseline (lower, better). It is clear from these results that,
the data assesses in DIT Only spends considerably more time
in the on-chip network than those in our reuse transfer based
strategy. However, trying to optimize DIS without paying
attention to DIT is also not the best option, mainly because
keeping data close by for long durations of time prevents
other data (with shorter reuse in time) to be placed nearby.

Furthermore, it is interesting to observe that evenDIS+DIT
does not perform as well as our reuse transfer based strategy.
The main reason for this is that, aggressively optimizing first
for DIT, limits the extent/potential of DIS optimization. In
particular, DIT tries to optimize the reuses in G4 as well
(in addition to those in G3), and this, in turn, reduces some
opportunities for transferring, later, some reuses from cate-
gories G2/G3 to categories G1/G4. We present in Figure 10
the contribution of G2+G3 to all data reuses in Baseline, our
defended strategy, and DIS+DIT. It can be clearly seen that
the reuse transfer based strategy transfers many more reuses,
compared to DIS+DIT, from G2/G3 to G1/G4.

So far, all the results presented have been collected using
our cycle-accurate simulator. Figure 8b on the other hand
presents the normalized execution time results, collected
from Intel manycore architecture (Xeon Phi 7290). It can
be observed that these results are quite similar to those col-
lected from the simulator. In particular, our approach reduces
execution times (compared to the baseline version) between
13.2% and 29.2%, averaging on 22.3%. It also outperforms the
remaining versions in all ten benchmark programs tested.
While the amounts of savings observed in simulation-based
experiments and KNL-based experiments are different (as
the simulator cannot model all details), the observed trends
across different versions are similar in both cases.

5.5 Sensitivity Experiments
In this part of our experiments, we conduct a sensitivity
study, using the simulator, by changing the default values
of some of our major simulation parameters. In each experi-
ment, we change the value of one parameter from Table 1.
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Figure 11. Results from the sensitivity ex-
periments.
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Figure 12. Results with alternate
reuse transfer strategies.
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Figure 13. Illustration of different reuse transfer strategies.
Note that, (a) and (b) are given in Figure 4.

The second bar for each benchmark program in Figure 11
gives the normalized execution times with a larger (8x8)
manycore. As can be seen, our approach generates better
results with a large manycore, mainly because a larger many-
core tends to increase the distances for data accesses which
increases the benefits of our approach (as it reduces distance
in space). Since a larger last level cache (third bar) captures
more reuses, it leaves a smaller scope for our optimization.
Nevertheless, we observe an average 19.9% parallel execution
time reduction (when using our approach) over Baseline. The
last two columns for each benchmark in Figure 11 give the re-
sults when the striping granularity over memory banks and
cache banks is increased. Our savings are not very sensitive
to the changes in the values of these two parameters.

5.6 Evaluating Alternate Options
In this section, our goal is to evaluate the other reuse transfer
options and compare them against our defended reuse trans-
fer strategy, i.e., {(𝐺2 → 𝐺1), (𝐺3 → 𝐺4)} and {(𝐺2 →
𝐺4), (𝐺3 → 𝐺1)}. The reuse transfer strategies evaluated
in this section are illustrated in Figure 13. It is to be noted
that, the options shown in this figure are not the only pos-
sible ones; but, we believe they cover a large search space.
Figure 12 plots the normalized execution times (with respect
to Baseline) under the different reuse transfer strategies de-
picted in Figure 13. For each strategy, the bar shown repre-
sents the average value across all ten benchmark programs.

One can make the following observations from this graph.
First, our proposed reuse transfer approach outperforms

20
30
40
50
60
70

F
ra

c
ti

o
n

 o
f 

L
o

o
p

 
It

e
ra

ti
o

n
s

T
ra

n
s
fo

rm
e

d

(a-b) (c) (d)

Figure 14. Fraction of loop iterations that have been trans-
formed under different reuse transfer strategies. This in a
sense also gives the fraction of time an approach cannot find
a loop transformation to transform a given loop iteration.

55

65

75

85

1 2 5 10 25 50 75 100

N
o

rm
a

li
z
e

d
 

E
x

e
c

u
ti

o
n

 T
im

e

blacksholes canneal dedup
facesim ferret fluidanimate
raytrace streamcluster vips
x264

Figure 15. Behavior of our reuse transfer based strategy
under different number of start points.

all other reuse transfer approaches. It is particularly inter-
esting to note that, our defended reuse transfer strategy
brings 18.4% additional performance improvements over
{(𝐺2→ 𝐺1), (𝐺3→ 𝐺1), (𝐺4→ 𝐺1)}, which aggressively
tries to transfer reuses from categories G2, G3, and G4 to cat-
egory G1. To explain this result, we present in Figure 14 the
fraction of loop iterations, averaged across all loop nests in
the application, that have been transformed for reuse trans-
fer strategies (a-b), (c), and (d). It can be seen from these
results, compared to our defended reuse transfer strategy
(a-b), strategy (c) transformsmuch fewer loop iterations. This
is primarily because strategy (c) tries to transfer all types of
reuses to the G1 category, and clearly, in attempting this, it
faces with a lot of conflicts. As a result, a large fraction of
the iterations cannot be transformed under (c). Interestingly,
even a less aggressive approach, strategy (d), which tries to
transfer some of the reuses to category G1 and some to cat-
egory G2 performs better than strategy (c), by transferring
more reuses in total (Figure 14) and improving execution
time further (Figure 12).
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Figure 16. Results with different Δ𝑟 (z-axis) and Δ𝑠 (x-axis).

5.7 Comparison with the Limit Strategy
We see from Figure 8a that, the difference between our de-
fended reuse transfer strategy and the limit strategy (Limit)
is about 7.7%, on average. To explain the reason behind this
gap between the two schemes, let us first remember how
our reuse transfer strategy works. As explained in Section 3
in detail, our strategy first finds a loop transformation ma-
trix (𝑇 ), and then transfers using it as many data reuses as
possible from categories G2/G3 to categories G1/G4. After
that (i.e., when it comes to a point where no additional reuse
can be transformed using this loop transformation matrix),
it identifies another loop transformation matrix (a differ-
ent 𝑇 ), and uses it to transfer as many remaining reuses in
categories G2/G3 as possible, to categories G1/G4. Then, it
determines another loop transformation matrix, and so on.
It is possible that the algorithm can reach a point no further
reuse can be transformed. Clearly, our approach is a greedy
strategy, which tries to make the locally optimal choice at
each stage with the intent/hope of finding a global optimum
(i.e., the best set of loop transformation matrices that collec-
tively transfer as many data reuses as possible from G2/G3 to
G1/G4). However, like any greedy strategy, this approach’s
performance is affected by the “starting point”. Clearly, a dif-
ferent selection for {𝑡1, 𝑡2, 𝑡3, 𝑡4} can lead to a different set of
loop transformation (𝑇 ) matrices and ultimately a different
overall application performance. Since the possible values
that {𝑡1, 𝑡2, 𝑡3, 𝑡4} can take are bounded by loop bounds as
well as intrinsic data reuse characteristics of the loop nest
being optimized, the entire search space is huge. In collect-
ing the results with Limit, we made 100 experiments, each
starting with a different data reuse between 𝑡1 and 𝑡2 and
a different data reuse between 𝑡3 and 𝑡4, and selected the
option (among 100) that led to most data reuse transfers.9
Now, we present in Figure 15 the results when the number of
experiments (start points) is varied as 1 (our default value), 5,
10, 25, 50, 75, and 100 (termed as Limit in this work). It can be
observed from this plot that, the difference between 10 and
100 reuse trials seems to be quite small; so, 10 experiments
with our scheme (each with a different start point) can be
expected to produce a near-optimal performance.

9We want to mention that, when we increase the number of experiments to
200, we did not observe any better solution than the 100 experiments case.
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5.8 Results with Other Δ𝑟 and Δ𝑠 Targets
So far in our experimental evaluation, we targeted DIT and
DIS values of Δ𝑟 = (0 0 0 . . . 0 1)𝑇 and Δ𝑠 ∈ {(0 1)𝑇 , (0 −
1)𝑇 , (1 0)𝑇 , (−1 0)𝑇 }. In this part of our experimental eval-
uation, we present results with different target values for
Δ𝑟 and Δ𝑠 . More specifically, we performed experiments by
progressively increasing the values of the target Δ𝑟 and Δ𝑠
vectors. Figures 16(a) and (b) give the results (normalized
execution times) for two of our benchmark programs, black-
sholes and vips. Note that, in these plots, the Δ𝑟 values are
increased progressively from our default value (the best pos-
sible reuse vector) and similarly the Δ𝑠 values are increased
from 1 hop (our default) to 4 hops. it can be observed from
these plots that, in both the benchmarks, slightly relaxing
the target Δ𝑟 and Δ𝑠 values, i.e., setting Δ𝑟 to (0 0 0 . . . 1 0)𝑇
and Δ𝑠 to capture 2 hops generate better results than our de-
fault target thresholds. However, any further relaxation, does
not yield better results. We want to emphasize that, the ideal
Δ𝑟 and Δ𝑠 vectors to target is a function of intrinsic reuse
characteristics of the loop nest being optimized as well as the
parameters of the target manycore architecture. While our
default targets perform reasonable well, taking additional
program and architectural characteristics can result in better
targets, which we are currently exploring.

Table 3. Multiprogrammed Workloads.

Workloads Benchmarks
W1 blacksholes, canneal, dedup, facesim
W2 ferret, fluidanimate, raytrace, streamcluster
W3 vips, x264, blacksholes, canneal
W4 raytrace, streamcluster, canneal, x264
W5 fluidanimate, dedup, ferret, canneal
W6 blacksholes (2 instances), facesim (2 instances)
W7 x264 (2 copies), ferret (2 instances)
W8 raytrace (4 instances)
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Figure 18. Comparison with aggressive localization.
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Figure 19. Comparison with different scheduling strategies.

5.9 Comparison against Aggressive Localization
We performed experiments with a modified version of our
approach that aggressively localizes all data accesses, by tar-
geting in a Δ𝑠 threshold vector that contains all 0s. In a sense,
omitting any data layout optimization, such an approach ap-
proximates the behavior of conventional strategies such as
[45]. Figure 18 shows the normalized execution times of this
strategy along with our reuse transfer results in KNL. The
results indicate that such aggressive localization performs
worse than our approach. The reason is that not consider-
ing degrees of locality prevents aggressive localization from
finding a transformation matrix in many cases.

5.10 Results with Cache Hit/Miss Predictor
The exact data block location in the system may be different
from the one assumed by the compiler. This can be the case
in particular if the DIT is large. However, our approach can
be modified to capture such scenarios as follows. We can
employ a cache miss predictor to predict the location (cache
or DRAM) of the data in question and use that location in our
distance calculation. We implemented a hit/miss predictor
based on cachemiss equations [28] and reported the collected
results from such an enhanced strategy in Figure 17. The
results indicate that this version brings about 2.4% additional
improvement over our default implementation in the case of
simulation-based experiments and 2.8% in actual KNL runs.

5.11 Comparison with Other Scheduling Strategies
As stated earlier, our baseline scheduling strategy divides
the iterations into 𝑝 groups (where each group contains a set
of consecutive iterations and 𝑝 is the total core count) and
assigns one group to each core. In this part of our evaluation,
we measure the impact of different scheduling strategies.
More specifically, instead of 𝑝 , we divide the iterations into
𝑞 ≪ 𝑝 groups, and distribute the groups (blocks of iterations)
over cores in a cyclic fashion. The results plotted in Figure 19
show the execution times of our reuse transfer based strat-
egy normalized with respect to these new baselines (𝑞 = 𝑝

corresponds to the baseline used so far). It can be observed
that our approach uniformly performs well when compared
to all these block-cyclic distributions of iterations.

5.12 Results with the HPC Challenge Benchmarks
So far, all the results presented are collected using the Par-
sec [10] suite. In this part, we present the results collected
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Figure 20. Results from HPC Challenge benchmark suite.
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Figure 22. Results with Intel Cas-
cade Lake.

using five benchmarks from the HPC Challenge benchmark
suite [46], which contains applications with a range memory
access patterns. The results, presented in Figure 20, show
that our approach (DIS-DIT) brings an average performance
improvement of 21.6% over the baseline execution.

5.13 Results with Multiprogrammed Workloads
Wealso conducted experimentswithmultiprogrammedwork-
loads (of multithreaded applications), to capture cases when
multiple applications co-run together and the threads of the
applications can migrate during the course of execution. For
this purpose, we formed 8 workloads, each having 4 appli-
cations (see Table 3). Each application is optimized using
our approach and is parallelized over 36 threads. Also, each
core is assigned a thread from each of the four applications.
Figure 21 plots the percentage weighted speedup [18, 25, 58]
improvements (compared to the original executions) with our
optimization. We observe improvements ranging between
38.5% and 77.2%, indicating that our optimization performs
quite well in the case of multiprogrammed workloads.

5.14 Results with a Three-Level Cache
We also performed experiments with a system that has a
three-layer cache hierarchy – Intel Cascade Lake clocked at
2.5GHz. We use a two-chip configuration, each chip having
28 cores and 6 DDR4 channels and they are connected to
one another using Intel UPI. L1 and L2 caches are private,
whereas L3 cache is shared chip-wide (1.375 MB per core).
The normalized execution times with our approach are plot-
ted in Figure 22. As can be expected, while the execution
time improvements are not as high as those achieved with
KNL (due to the much larger cache capacity of Cascade Lake),
we believe these savings are still good (12.9% when averaged
over all 10 benchmark programs we have).
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6 Related Work
Compiler-based approaches. Techniques for enhancing
performance through improved data locality have been pro-
posed for both single-core and multi-core systems [4, 6, 14,
22, 23, 26, 27, 31, 37, 38, 40, 40–42, 44, 45, 50, 51, 57, 61, 64–
69, 71]. Loop and data layout transformations, have been
used to enhance the temporal and spatial locality for cache
performance and to expose inherent code parallelism [5, 72].
Wolf and Lam proposed unimodular transformations and
tiling by estimating data reuse to improve cache locality [70].
Rivera and Tseng employed compile-time data-layout trans-
formations to eliminate conflict misses [56]. Other proposed
locality optimization works include [3, 20, 49] , targeting
single-core systems. Tang et al. [67] proposed statement par-
titioning to reduce the data movement.
So et al. [59] presented an approach to deriving a cus-

tom data layout in multiple memory banks for multicore
architectures. Sung et al. developed data layout transfor-
mation as an effective compiler performance optimization
for memory-bound structured grid applications [63]. A data
layout transformation targeting multithreaded applications
running on multicores was proposed by [74].

Frameworks based on a polyhedral model to automate the
data locality optimization transformations have been pro-
posed by prior works [12, 13, 52–54] . Most of these works
exploit transformations in polyhedral space to achieve data
locality and parallelization. Compared to these polyhedral
based optimizations, our approach is different from two as-
pects. First, we consider the core location in an architecture
as a new dimension in locality optimization. Second, we op-
timize data locality considering data reuse in both time and
space, whereas most prior efforts only focus on data reuse
in time. In other words, our work is fundamentally different
from these prior studies in that it tries to combine DIT and
DIS optimizations under one unifying framework. As a re-
sult, it performs much better than DIT Only and DIS Only
as discussed in our evaluation section.
Hardware-based approaches. Chishti et al. [19] proposed
NuRAPID to decouple data placement from tag placement.
Their approach enables flexible data placement where major-
ity of frequently-accessed data are placed in the fastest sub-
arrays. Hardavellas et al. [32] investigated Reactive NUCA
which classifies the cache accesses into multiple classes and
places cache blocks at the appropriate locations in the cache.
Stenstrom et al. [62] proposed an adaptive protocol to accom-
modate migratory sharing of cache blocks. Near data comput-
ing is a recent research frontier, with specific examples such
as the newly emerging Hybrid Memory Cube (HMC) [34]
and High-Bandwidth Memory (HBM) [24]. Such memory
architectures enable certain computations to be performed
on the memory side, known as Processing in Memory (PIM)
[1, 17, 39, 48, 73]. Beckmann et al. [7, 8] proposed hardware

modifications to co-locate the data and computation to re-
duce the NUCA overheads. Ahn et al. [2] proposed a locality-
aware PIM architecture to implement simple in-memory
computation using compute-capablememory commands and
specialized instructions. Nai et al. [47] proposed a near data
graph computing architecture called GraphPIM that utilizes
PIM functionality to achieves higher performance. Unlike
these works where architecture modifications are required to
achieve optimized data locality, our work is software-based
and does not require any hardware modification. Moreover,
our approach is complementary to the PIM-based execution
paradigm and can potentially be combined with it.

7 Conclusions and Future Work
To our knowledge, this is the first work that considers both
reuse in time and reuse in space for data locality optimiza-
tion. It first formally defines (reuse) distance in time and
(reuse) distance in space, and then presents a compiler-based
optimization method that uses, as its primary optimization
knob, a novel concept called “reuse transfer”. The results col-
lected using 10 multithreaded benchmark programs clearly
show that the proposed co-optimization of reuse in time and
reuse in space results in much better results than optimizing
each in isolation (even if they are used in tandem).
As our future work, we plan to explore four research di-

rections. First, we would like to investigate the interactions
between our proposed approach and conventional loop par-
allelization techniques as well as PIM-based optimization
strategies. Second, we would like to explore architectural
support that can be employed to make our proposed op-
timization more effective. Third, work is underway in the
automatic determination of Δ𝑟 and Δ𝑠 targets via machine
learning (ML) based strategies. Finally, DIT and DIT capture
different aspects of the locality. Since the work described in
this paper is oriented toward co-optimization, we tried to
bring them (DIS and DIT) together in the same mathematical
formulation. But, by no means, this is the final word on the
matter. In fact, we believe our main contribution – the idea
of reuse transfer – is more general and can be employed
in other optimization frameworks that may want to inte-
grate DIT and DIS in a different fashion, e.g., by trying to
interpret unit distances in DIT and DIS in terms of some
(compiler-estimated) latency.
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