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ABSTRACT
In recent years, Deep Neural Networks (DNNs) have emerged as a
widely adopted approach in many application domains. Training
DNN models is also becoming a significant fraction of the data-
center workload. Recent evidence has demonstrated that modern
DNNs are becoming more complex and the size of DNN parame-
ters (i.e., weights) is also increasing. In addition, a large amount
of input data is required to train the DNN models to reach target
accuracy. As a result, the training performance becomes one of the
major challenges that limit DNN adoption in real-world applica-
tions. Recent works have explored different parallelism strategies
(i.e., data parallelism and model parallelism) and used multi-GPUs
in datacenters to accelerate the training process. However, naively
adopting data parallelism and model parallelism across multiple
GPUs can lead to sub-optimal executions. The major reasons are
i) the large amount of data movement that prevents the system
from feeding the GPUs with the required data in a timely manner
(for data parallelism); and ii) low GPU utilization caused by data
dependency between layers that placed on different devices (for
model parallelism).

In this paper, we identify the main challenges in adopting data
parallelism and model parallelism on multi-GPU platforms. Then,
we conduct a survey including recent research works targeting
these challenges. We also provide an overview of our work-in-
progress project on optimizing DNN training on GPUs. Our results
demonstrate that simple-yet-effective system optimizations can
further improve the training scalability compared to prior works.
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1 INTRODUCTION
With the capability to provide unprecedented accuracy, Deep Neu-
ral Networks (DNNs) have emerged as one of the most popu-
lar techniques to solve real-world problems. However, training
DNN models is very computing resource-demanding and time-
consuming [8, 9, 46]. For example, training a large BERT model
takes up to 3 days on 16 Google TPUs [13] and it takes more than
40 days to train an AlphaGo Zero system [49]. As a result, training
large-scale DNN models is generally deployed in datacenters and
occupies thousands of machine-hours. As reported by recent study,
training DNN is becoming a significant fraction of the datacen-
ter workload, and optimizing/accelerating the training process has
significant cost, resource and SLA implications [18, 31].
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Figure 1: Data parallelism and model parallelism on multi-
GPU systems.

To accelerate the DNN training process, multi-GPU in data-
centers are adopted with two types of parallelization strategies
(data parallelism and model parallelism) [25, 33]. In data parallelism
(shown in Figure 1(a)), the input data is split into mini-batches and
the mini-batches are distributed across GPUs. DNN model weights
are replicated on each GPU and synchronization is performed at
the end of each batch processing to gather the gradients and up-
date the model weights [26]. For model parallelism, there are two
incarnations: tensor slicing and layer-wise [40, 44]. As shown in
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Figures 1(b) and (c), tensor slicing horizontally partitions the model
by neurons in each layer, whereas layer-wise splits the DNN model
into different subsets of neural network layers. Different model
partitions are computed on separate GPUs and the intermediate
computation results at the layer boundaries are transferred between
GPUs. In practice, model parallelism is generally combined with
pipelining the computations from consecutive batches to achieve
high training throughput on multiple GPUs [14, 15, 21, 47]. We
refer to this method as pipeline parallelism [3, 23, 45, 47]. According
to how the weights are updated, existing pipeline parallelism ap-
proaches can be classified into two categories: synchronous pipeline
parallelism [20] and asynchronous pipeline parallelism [29]. We
will further investigate them in section 2 and section 3.

While data parallelism and pipeline parallelism speed up the
training process, naively adopting them across multiple GPUs can
lead to non-scalable execution times. We observe that there is no
one-size-fits-all parallelization strategy due to the DNN intrinsic
challenges. These challenges limit the scalable training performance
that one can obtain by using multiple GPUs in datacenters. In this
paper, we first provide a detailed summary of the challenges and
include a survey of recent efforts in addressing the challenges. Then,
we discuss our on-going project with several simple-yet-effective
approaches to improve the training performance.

2 CHALLENGES
Challenge 1: Data movement overhead. The data parallelism
involves different types of data movements among GPUs [11, 43].
Specifically, each GPU has to wait for the mini-batch data to be
transferred and model weights to be broadcasted before starting
forward propagation. Also, after backward propagation, the gra-
dients on each GPU need to be gathered and then used to update
the model weights. Therefore, adopting data parallelism across
multiple GPUs involves expensive data movement, leading to GPU
under-utilization and performance degradation. For pipeline par-
allelism, although there exists data movement between GPUs at
the layer boundaries, it can be effectively hidden by using the asyn-
chronous memory copy that overlaps the data transfer with compu-
tations [34]. Therefore, data movement overhead is less dominating
in pipeline parallelism compared to it in data parallelism.
Challenge 2: Load imbalance and straggler effect. Pipeline par-
allelism allows training large models whose model size exceeds
single GPU memory capacity. It achieves that by partitioning the
model among different GPUs. However, each partition may have dif-
ferent amount of computation and communication loads, leading to
imbalanced workloads across different GPUs [29]. Such imbalance
may cause under-utilization of GPU resources. More importantly,
when the resource configurations (e.g., computation power and
memory space) of the GPUs are heterogeneous or dynamic (al-
ways happen in the datacenter environment), the straggler effect
is another non-negligible reason that causes poor training perfor-
mance [34]. Note that, load imbalance is not a problem in data
parallelism, as the workload of each GPU is approximately equal.
Challenge 3: Synchronization overhead. As we mentioned in
section 1, existing pipeline parallelism approaches can be roughly
classified into synchronous pipeline parallelism and asynchronous
pipeline parallelism, based on the way that the weights are updated.

The synchronous pipeline parallelism requires necessary gradient
synchronizations between adjacent training iterations1 to ensure
convergence without accuracy degradation. Because each GPU
only needs to maintain the weights update of its own partition,
the synchronizations are implemented within each GPU. Recall
our discussion in pipeline parallelism where intermediate results
are transferred across GPUs, therefore, there are many “bubble
areas” (GPU idleness) in the execution pipeline due to the interme-
diate data transfer and the within GPU synchronizations. For data
parallelism, most of the synchronization overheads are caused by
data movements and we have considered them in data movement
overhead.
Challenge 4: Weight inconsistency and weight staleness.
Asynchronous pipeline parallelism updates the weights asyn-
chronously during training. In general, asynchronous pipeline par-
allelism improves pipeline utilization and has a better performance
compared to the synchronous approach. However, it incurs weight
inconsistency or weight staleness issues due to the cross-training
of multiple batches. Training with weight inconsistency means that
the forward pass and backward pass of one batch use different ver-
sions of weights. For weight staleness, let us assume that a model is
split into n partitions. Under weight staleness, the gradients in the
1st weight partition are computed using the version of the 1st par-
tition that are updated n iterations before (i.e., the “stale” weights).
Similarly, gradients in the 2nd partition are computed with weights
that are n − 1 iterations before. This discrepancy in weight ver-
sions can slow down the training convergence. As a result, weight
staleness and weight inconsistency lead to training instability and
accuracy loss.
Challenge 5: Insufficient GPUmemory. As GPUs generally fea-
ture a small capacity of high-bandwidth memory compared to CPU
host memory, both data parallelism and pipeline parallelism may
suffer from insufficient GPU memory when training DNNs with
large model size and/or large input data size. In data parallelism,
DNNs with large model sizes cannot be deployed on the GPUs
since models have to be duplicated across the GPUs. In synchro-
nous pipeline parallelism, it tries to schedule as many batches as
possible to the first GPU at once. However, this may significantly
increase the memory requirement for holding intermediate compu-
tation results of all concurrent batches. In asynchronous pipeline
parallelism, it needs to keep multiple versions of weights on each
GPU to avoid weight inconsistency [29]. Therefore, more memory
is required to store different weight versions.

3 A SURVEY OF PARALLELIZING DNN
TRAINING

3.1 Reducing Data Movement
Data movement is one of the main challenges in data paral-
lelism. Several prior works focus on reducing data movement over-
head [6, 10, 12, 16, 17, 19, 32, 38, 42]. Among these efforts, model
compression has been demonstrated as an effective method to re-
duce the memory requirement for large DNN models. Specifically,
the parameter pruning [16, 17] and quantization [10] based meth-
ods explore the redundancy in the model parameters and remove
1An iteration is defined as processing one batching including forward pass and back-
ward pass.
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Table 1: List of recent works.
Challenges Related works
Data movement overhead [6, 10, 12, 16, 17, 19, 32, 38, 42, 43]
Load imbalance and straggler effect [14, 20, 28–30, 41, 50]
Synchronization overhead [2, 20, 22, 35, 36]
Weight inconsistency and weight staleness [5, 15, 24, 27, 29, 34, 45, 48]
Insufficient GPU memory [4, 7, 20, 21, 29, 30, 37, 39]

the redundant parameters that are not sensitive to the performance.
For example, Deep Compression [17] quantizes the weights and
uses Huffman coding to encode the quantized weights. CLIP-Q [42]
proposes joint network pruning and weight quantization in a single
learning framework. However, their approaches require more itera-
tions to converge. Low-rank factorization [12] uses matrix/tensor
decomposition to estimate the informative parameters of the DNNs.
The knowledge distillation [19] method learns a distilled model and
trains a compact neural network to reproduce the output of a larger
network. These approaches achieve significant data movement re-
duction. However, they either require modifications of the network
architectures or ineffective in training on multi-GPU platforms.

3.2 Optimizing Load Imbalance and Straggler
In pipeline parallelism, the DNN model is partitioned into a group
of layers and placed on different GPUs. Different partitioning al-
gorithms can significantly affect the overall training performance.
At a high-level, two types of optimizations have been explored by
prior works.

Static partitioning. An intuitive method for workload balancing
is to partition the DNN model into groups of layers in a topology-
aware manner such that each group completes at a similar rate.
Static partitioning is conducted based on the DNN network topol-
ogy and the hardware configuration before training. It has been
used in some recent works [29, 30, 50]. However, there are two
potential problems in static partitioning: 1) it is difficult to evenly
partition the model due to the size variance of parameters in dif-
ferent layers; and 2) when the execution is dynamic or and the
platform is heterogeneous, the straggler effect diminishes the train-
ing efficiency.

Dynamic partitioning. Dynamic partitioning is more favored in
training in the cloud where the cloud resources exhibit hetero-
geneity and diversity. Elaticpipe [14] proposes an auto-tuning and
flexible partitioning mechanism that can periodically collect the
performance information and redistribute the workload for each
device during runtime. As a result, their approach is able to “auto”
adapt to the dynamic and heterogeneous cloud environment. This
method explores the FLOP-based workload modeling, but extra
scheduling mechanisms are needed.

3.3 Reducing Synchronization Overhead
The synchronous pipeline parallelism requires necessary gradient
synchronizations between adjacent training iterations. The All-
Reduce [35] approach reduces the synchronization overhead, but
with a cost of extra data movement. There are several scheduling
approaches [2, 22, 35] that try to delay the synchronizations. For
example, P3 [22] synchronizes the parameter slices based on their
priority, where the priority of a slice is determined by the time it is
required again in the subsequent iteration. Such an approach can
utilize the available resources more efficiently. However, it needs

modifications to the communication mechanisms and maintains a
priority queue.

3.4 Mitigating Weight Inconsistency and
Staleness

The accuracy in pipeline parallelism suffers from weight stale-
ness and inconsistency issues [29, 48]. PipeDream [29, 30] resolves
weight inconsistency by leveraging weight stashing that keeps mul-
tiple versions of weights. However, it suffers from weight staleness
issue and requires more epochs in training to reach convergence.
Additionally, more memory is required in weight stashing, lead-
ing to failure of training larger DNN using PipeDream. Another
approach is weight prediction which addresses the weight inconsis-
tency and weight staleness issues in the asynchronous pipeline par-
allelism [5, 15]. For example, SpecTrain [5] uses the same pipeline
structure as PipeDream. Instead of storing the weights for each
mini-batch in the pipeline, it uses the smoothed gradients mul-
tiplying the differences between weight versions to predict the
future weights. This method is based on the observation that the
smoothed gradients used in Momentum Stochastic Gradient De-
scent (SGD) can reflect the trend of weight updates. Compared with
SpecTrain, XPipe [15] uses Adam-based weight prediction instead
of Momentum SGD based approach to provide a more effective
solution. Nevertheless, there is no single weight prediction method
that can have comparable performance as synchronous training.
In Table 1, we also summarize other works that focus on weight
inconsistency and weight staleness.

3.5 Addressing Memory Insufficiency
Existing data parallelism and pipeline parallelism suffer from lim-
ited GPU memory capacity when training with large model size
and/or large input data size. For example, the VGG19 with batch size
512 cannot be trained with 4 GTX 1080Ti GPUs due to out of mem-
ory issue. To mitigate the memory insufficiency, re-computation is
proposed by [7]. It reduces memory usage of intermediate results
during DNN training by recomputing the activation instead of stor-
ing them in memory. However, such an approach involves extra
computation overheads, and the performance relies on a good trade-
off between memory usage and computation overhead. GPipe [20]
is a representative work that benefits from using re-computation
method in pipeline parallelism. vDNN [39] proposes swapping
the tensors between CPU and GPU to reduce peak memory con-
sumption. There are also other optimizations from the architectural
aspect. GEMS[21] proposes training a replica of the same DNN in
an inverted manner based on the observation that the GPU has
different memory consumption during the forward and backward
passes. As a complementary work, PipeDream-2BW [30] proposes a
doublebuffered weight updates (2BW) design to reduce the memory
footprint during training. However, these approaches have limited
flexibility depending on the GPU platforms they use.

Takeaway. Considering the current works related to the five
challenges, we can find that 1) most of the works are “point-
solutions” and focus on “single-sourced” performance overheads,
and 2) they have limited performance improvements due to the
involved extra overheads. Therefore, in this paper, we explore sys-
tematic approaches to addressing the challenges with minimized
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Table 2: The percentages of execution time spent on data
movement (256 batch size). (I) denotes input batch data and
(M) denotes model parameters. × represents out-of-memory
errors.

Model 1 GPU 2 GPU 3 GPU 4 GPU

I M I M I M I M

ResNet34-256 12.63% 0 22.17% 4.11% 26.20% 5.29% 31.14% 8.57%
ResNet50-256 × × × × 16.89% 3.61% 22.53% 6.52%
VGG19-256 × × × × 8.54% 12.58% 11.29% 21.17%

MobileNet_v2-256 × × 23.13% 0.64% 30.59% 0.85% 38.17% 1.01%

overheads. We also reveal future optimization opportunities to fur-
ther improve the scalable training of DNN models on multi-GPU
datacenters.

4 OUR APPROACHES AND FUTURE
OPPORTUNITIES

Motivated by the aforementioned challenges, we introduce our
on-going work targeting to deliver scalable training on multi-GPU
platforms. At a high-level, our work focuses on two aspects: 1) data
movement in data parallelism and 2) time-to-target accuracy in
pipeline parallelism.

As we mentioned earlier, data movement is one of the major chal-
lenges in data parallelism that hurt the training performance. To
quantify the problem, we characterized the overheads of data move-
ment during training. We classify two types of data movements:
i) input batch data and ii) model parameters. Table 2 summarizes
the percentages of execution time spent on data movement using
four networks under the configurations from 1 GPU to 4 GPUs.
One can observe that i) the data movement overheads occupy a
large portion of the execution time and ii) the overheads increase
with the number of GPUs employed. As a result, the delivered per-
formance hardly scales with the number of GPUs. For example,
ResNet34 with a batch size of 256 only achieves 2.2× execution time
reduction in four GPUs compared to one GPU. To reduce the data
movement overhead, we propose three optimizations: CPU-centric
input batch splitting, mini-batch pre-loading, and model weights
compression. The first two optimizations employ CPU to dispatch
the mini-batches and remove mini-batch transfer from the execu-
tion’s critical path, enabling overlapping of data transfer and GPU
computation. The third optimization explores the similarity among
model weights and leverages compression to significantly reduce
the data transfer with negligible impact on model accuracy. While
we have effectively reduced the data movement overheads, our pro-
posed compression requires extra computations to compress and
decompress the weights. We are currently working on reducing the
compression overheads and leveraging modern GPU features (e.g.,
mix-precision training) to efficiently compress and decompress
the weights without affecting the accuracy. Moreover, our current
project focus on a single-node multi-GPU system. We are planning
to extend our project to consider the data movement involved in
distributed training in datacenters [1, 27].

As we discussed in section 2 and section 3, load imbalance and
weight staleness are two main challenges in asynchronous pipeline
parallelism. In our work, we conduct simulation experiments to

explore the impact of weight staleness on the time-to-target ac-
curacy when the number of GPUs increases. The experiments are
simulated from 1GPU to 16 GPUs. We observed that, as the number
of GPU increases, more epochs would be required to reach a target
accuracy, especially for 8 GPUs and more. For example, the training
with 16 GPUs needs 52 epochs to reach 40% Top-1 accuracy, while
the training with 1 GPU only needs 30 epochs. As a result, even
though each epoch’s execution time is improved by using asynchro-
nous pipeline parallelism, the number of epochs to reach target
accuracy is actually increased. That is, the efficiency of each epoch
training is reduced. Moreover, multiple versions of weights need to
be stored in each GPU to avoid weight inconsistency and staleness,
leading to extra memory cost that affects the efficiency of training
large-scale model.

Inspiring from our analysis, we highlight that when using a large
number of GPUs to train the models (e.g., 8 GPUs and more), the
weight staleness and memory usage for storing multiple versions of
weights issues are important to address. From the structure view, we
will explore to trade memory (with minimized memory overhead)
for efficiency to convergence. That is, we use extra memory to store
more partitions in each device (e.g., two partitions in each GPU
when 4 GPUs are used). With more partitions in each GPU, we can
train our model from bi-direction (one training path is from the
first GPU to the last GPU and the other path is from the last GPU
to the first one). By leveraging this design, we can obtain the latest
version of weight to train the new batch of data, thus improving
each epoch training’s efficiency. Moreover, load imbalance is also
one important overhead in pipeline parallelism. We will explore
periodically shuffling the partitions among GPUs to balance their
workloads. In our current work, wemostly use the layer-wise model
parallelism due to its simplicity. However, it is necessary to consider
tensor slicing for the scenarios that only a single layer cannot fit into
a single device. Thus, given the two types of model parallelism, data
parallelism, and pipeline parallelism, we are exploring combining
them on the multi-GPU system to train large-scale DNN models.

5 CONCLUSION
Training modern DNN models, especially large and giant models,
encounters a “scalability wall” due to the massive data movements,
frequent synchronization, and severe load imbalance. Such over-
heads have been exacerbated by system configurations and model
complexities, making the scaling optimizations difficult to derive
and implement. As a result, the delivered training performance
rarely scales with the increase of computing resources (e.g., num-
ber of GPUs) in the system.

In this paper, targeting multi-GPU platforms, we systematically
summarize the challenges in data parallelism and pipeline paral-
lelism. Moreover, we provide a survey study of recently published
works that target addressing these challenges. We also discuss our
work-in-progress project and show promising initial results on re-
ducing the data movement and mitigating the load imbalance and
weight staleness.
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